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1. Introduction

When it comes to the generalization of empirical research, the gold standard is a probability-based random sample. Claims for being representative of the relevant population are also made by quota samples from access panels. Such quota samples enjoy widespread use due to decreasing response quotes in, and the substan-
tial costs of viable random samples. The overwhelming bulk of academic social research, however, is based on convenience samples. The *Journal of Communication*, for example, published 44 articles on survey/questionnaire research in 2012 (Vol. 62). Of these 44 studies, 34 make use of convenience samples. Using convenience samples is neither new (Courtright, 1996; Ferber, 1977) nor is it specific to the journal singled out above. Literature reviews on social research issues regularly find the majority of studies based on convenience samples (e.g., Houde, 2002; Potter, Cooper, & Dupagne, 1993, p. 330; Ryan, Wortley, Easton, Pederson, & Greenwood, 2001; Sell & Petrulio, 1996; Sherry, Jeffers, & Grummer-Strawn, 2007; Sparbel & Anderson, 2000).

This paper discusses legitimate applications of convenience samples, and the option of pooling respondents from many convenience samples in a respondent pool. The term “convenience pool” is used to distinguish such a respondent pool from more elaborate access panels. Ideally, a convenience pool provides a sufficiently large number of highly motivated respondents from different backgrounds, available on demand and throughout multiple survey waves to allow for longitudinal research design. Compared to a traditional convenience sample, the relative continuity of a convenience pool allows exploration of the pool’s structures, rendering more knowledge and transparency about the sample under research. To shed light on the concept of convenience sampling in general and convenience pools in specific, this paper will address three questions. Reasoning on these questions is based on data and experiences from the SoSci Panel, a convenience pool founded in 2009, publicly available for non-commercial research since 2011, and providing 100 000 panelists in 2016.

**Q1: Under which circumstances may we apply convenience samples?**

**Q2: How biased are results collected in the SoSci Panel?**

**Q3: What are the differences between a convenience pool and student samples?**

**Q4: What are the basic conditions of running a convenience pool?**

As a preliminary remark, convenience pools are not an option for commercial access panels, often employed in market research. Their uses are fundamentally different. A convenience pool provides large numbers of respondents who are motivated to do interesting questionnaires – convenience samples that do not claim being representative in any regards. Well-tended commercial panels provide quota samples with a specific demographic structure and/or peculiar samples, e.g. consumers, voters, early adopters, or decision-makers (Göritz & Moser, 2000; Martinez-Ebers, 1997; Potthoff, Heinemann, & Güther, 2004).

---

1 Content analysis by the author: 60 articles overall, 56 of them presenting empirical research classified as survey/questionnaire (44), content analysis (10), Internet metrics (1), and a case study (1). Encoded categories: Age of data, empirical study (yes/no), type of data-collection (see above) – and for surveys on people – sample description, convenience sample (yes/no), survey mode, sample size, percentage of female respondents.
2. Convenience sampling

A common definition of convenience sampling is researching those elements of the population that are easily available to the researcher (Saumure & Given, 2008). The term *convenience sample* describes neither a systematic sampling method nor a specific sample structure. It rather is a label put on some weakly defined set of respondents. Consequently, there is little literature on convenience samples or how to make the best use of them (e.g., Farrokhi & Mahmoudi-Hamidabad, 2012; Meltzer, Naab, & Daschmann, 2012). The term “non-probability sample” is more accurate, but includes a range of sophisticated systematic sampling methods as well. By and large, the term *convenience sample* describes the opposite of the gold standard, which is a probability based random sample (*probability sample*) with 100 percent return rate. A probability sample, statistically, provides the best chances that the sample will be representative of the population in all regards – at least regarding the individuals’ attributes, not network or group structures. From a statistical point of view, a probability sample’s most important advantage is that probabilities of the sampling error are known. In a convenience sample, on the contrary, neither biases nor their probabilities are quantified. In fact, the researcher does not know, how well a convenience sample will represent the population regarding the attributes or mechanism under research. What makes convenience samples so unpredictable is their vulnerability to severe hidden biases.

Due to the severe limitations, some methods literature regards convenience sampling as being an inappropriate (non-)method in social research (Fowler, 2006; Marshall, 1996; O’Leary, 2004; Robson, 2011; Schonlau, Fricker, & Elliott, 2002). A kinder interpretation of this view is that “convenience samples enable researchers to take risks with their research and explore ideas that may appear farfetched” (Meltzer et al., 2012, p. 252) and that a “justifiable use” of convenience samples is exploration (Ferber, 1977, p. 58). A fundamentally different view is that “a cost-benefit analysis” may actually suggest the usage of a convenience sample (Lang, 1996). As a matter of fact, an important body of social science is based on convenience samples (Dooley & Lindner, 2003; Lunsford & Lunsford, 1995) and, although convenience samples suffer lots of shortcomings, they have proven sufficient to test psychological theories throughout various topics (e.g., Asch, 1963; Festinger & Carlsmith, 1959; McCombs & Shaw, 1972; Milgram, 1963; Shock et al., 1984). So, under what conditions – except for insufficient budget – shall research choose a convenience sample? In literature, we find the following reasoning and circumstances for convenience samples.

**Experiments.** The subjects from a convenience sample may randomly be assigned to experimental conditions (Meltzer et al., 2012; Newman & McNeil, 1998; Nock & Guterbock, 2010). Inference statistics to test group differences are fully applicable in this case (Lang, 1996). There is an extensive discussion on this reasoning in *Communication Theory* (Basil, 1996; Courtright, 1996; Lang, 1996; Potter et al., 1993, 1995; Sparks, 1995a, 1995b), yet, the most pointed conclusion of the discussion was written earlier by Mook (1983, p. 380): “We are not making generalizations, but testing them.” Reasoning is that there is a fundamental difference between *surveys* and *experiments* (Berkowitz & Donnerstein, 1982).
The intention behind a survey is to observe a sample and generalize the findings. The intention of an experiment is to test a hypothesis against reality, not to describe reality\(^2\) (Meltzer et al., 2012, p. 252): Can theory predict reality in a specific setting? Any further generalization of the findings, then, is logical inference, not statistical inference (Lang, 1996). This reasoning emphasizes the importance of replication studies that shall attempt falsification of the same hypothesis against other samples.

**Uniform processes.** When a physicist or chemist conducts an experiment, there is no need to randomly choose the electrons and protons. Given specific conditions, one electron is representative of every other electron all over the world. Similar reductionism is well known from pharmacy, when drugs are tested on animals. This natural scientific perspective is found in psychology, as well: When using convenience samples, researchers sometimes argue that the processes under research are the same regardless of the sample (Basil, 1996; Ferber, 1977; Sim & Wright, 2000, p. 120). The mental process of classical conditioning, for example, was discovered by observing dogs (Pavlov, 1927). Although not principally wrong, this reasoning is limited to very fundamental processes, based rather on biology than on cognition. Bischof (2009, pp. 249–270) argues that the specific conditions (structure), while meaningless in physics, are elementary in psychology. When researching cognitive processes more complex than conditioning, a broad range of situational factors may be crucial for the outcomes – cultural differences, for example (Henrich, Heine, & Norenzayan, 2010) – and it is likely that the processes under research are non-uniform.

**Controlling biases.** If a systematic method is employed to recruit a non-probability sample, biases may be estimated under some circumstances (Tufekci & Wilson, 2012; van Meter, 1990) or logical reasoning may suggest that the bias is small (Gravetter & Forzano, 2009, p. 141; Marsden & Wright, 2010, p. 822). If the sample was not recruited systematically, the researcher may still be able to estimate the bias by comparing the convenience sample to the population, regarding attributes that are likely linked to the process under research (e.g., political views, Internet literacy, health, or personality). Such estimates, however, are disproportionally vulnerable to measurement artifacts and require substantial knowledge about related processes.

**Weighting procedures.** In the same vein, researchers may consider applying a weighting procedure to reduce biases found in the convenience sample. Wang, Rothschild, Goel, and Gelman (2015) prove that data from a very large convenience sample (more than 300 000 respondents) can accurately predict the US presidential election outcome – a single margin. Other literature is rather discouraging, especially if results are more complex. Schonlau, van Soest, Kapteyn, and Couper (2009) as well as Rookey, Hanway, and Dillman (2008) apply weighting and matching procedures on data retrieved from a probability-based Internet sample (recruited offline). These procedures reduce biases compared to an offline probability sample; yet, even in this formidable Internet sample, a considerable

---

\(^2\) Note, that testing hypotheses is not limited to experimental designs, but may also include quasi-experimental designs (correlation studies). The aspect of testing hypotheses is crucial in that case.
amount of bias remains. By weighting data collected in an access panel, Loosveldt and Sonck (2008) only gain minor improvements in the results. Varedian and Forsman (2003) apply different weighting procedures on data from a volunteer panel and find none that significantly reduces biases, compared to a telephone survey. In conclusion, it is very unlikely that results from a convenience sample will benefit from weighting procedures.

**Negligible biases.** Finally, one may hope that a large sample collected in a Web-based survey approaches the population’s structure merely by the substantial number of cases. This hope is built on a confusion of the random sampling error, which depends on sample size, and systematic biases, caused by the sampling procedure. As a matter of fact, “there is no reason to believe that large convenience samples are less biased than those from a smaller convenience sample.” (Whitehead, 2007, p. 798; similarly Hargittai, 2015)

**Real-world restrictions.** Sometimes, a convenience sample is the best possible sample to research a phenomenon. Ethical restrictions may demand a volunteer sample (e.g., the Stanford Prison experiment, Zimbardo, 2007), the research focus is a “hidden population” like homeless people (Salganik & Heckathorn, 2004) or a society in a crisis situation (e.g., Tufekci & Wilson, 2012), or the research is not on individuals, but on groups or networks (e.g., Weimann, 1982). The alternative to a non-probability sample would be gathering no data at all. In such a case, all that research can do is to “provide a clear description of how the sample was obtained” (Gravetter & Forzano, 2009, p. 142), so readers can make their own judgments on the sample and likely biases.

**In response to question 1 (Q1),** experimental designs are the only widely accepted application of convenience samples. The same reasoning applies to quasi experimental designs (correlation studies). The rationale is, that a hypothesis is tested against a (conveniently available) part of reality – if generalizations are drawn (including effect strengths), these are logical, not statistical inferences. Other reasoning for convenience samples, namely that the cognitive processes under research are equally valid for each human, or that the sample is representative regarding the attributes under research, is unlikely but not necessarily wrong. It is up to the researcher to substantiate such assumptions.

If a researcher decides to use a convenience sample, there may be some advantages in recruiting this sample from a convenience pool. This paper presents the case of such a convenience pool, the German SoSci Panel. Based on empirical data, the theoretical limitations that were discussed above (Q1) will be quantified for the practical case of the SoSci Panel (Q2). Based on experiences from the SoSci Panel, advantages and drawbacks of a convenience pool are discussed (Q3), as well as practical considerations of running such a pool (Q4).

3. **The SoSci Panel**

The SoSci Panel was founded as a non-commercial project in 2009 by SoSci Survey. Questionnaires can be submitted free of charge. Their compliance with the pool’s standards (see below) is ensured by a peer review process, which often results in major improvements to the instrument before data is collected. As the
SoSci Panel is currently available only in the German language, questionnaires require a German version to be allowed for submission.

SoSci Survey is a company providing software to create online questionnaires. The software is especially popular in Germany, where the company is located, but also available in English. The majority of this platform’s users are university students and PhD candidates, who conduct online surveys with convenience samples. Users of SoSci Survey can choose whether to show an invitation to the SoSci Panel subsequent to their questionnaire or not. This invitation simply asks respondents to leave their email address if they are interested in doing further online questionnaires. About 3 800 respondents leave their email address every month, and 2 500 of them subsequently confirm their participation in the SoSci Panel (data from 08/2015 to 07/2016). To avoid non-active panelists, email addresses are removed when their owners do not respond once in the recent eight surveys. In 2016, the SoSci Panel comprises nearly 100 000 email addresses (fluctuating due to the removal procedure). Obviously, email communication (that is virtually free of charge) and online questionnaires were necessary preconditions for a non-budget convenience pool like the SoSci Panel.

In compliance with German law, registration for the pool requires a double opt-in procedure: After leaving their email address, respondents receive a confirmation email containing a hyperlink to confirm pool membership. The SoSci Panel makes use of this registration step to ask the new panelist for demographic master data (age, gender, formal education, etc.). Disclosure of these data is voluntary, which accounts for privacy concerns. Keeping the barrier low is especially important, as the panelists do not receive compensations for participating in the pool or doing questionnaires. Further concessions for the pool members are (1) that their data will not be passed to third parties, (2) they will not receive invitations to commercial research projects from the SoSci Panel, (3) the survey load is limited to four invitations per year, and (4) questionnaires are relevant for the majority of panelists, diversified regarding their content and form (this includes scale development studies with 200 similar items), well-tested, easy to understand, polite, and no longer than 25 minutes.

4. Result biases in research practice

The discussion on convenience samples (above) clearly rules out statistical inferences. Yet, logical inferences are quite common – namely, the premise that a hypothesis supported in a convenience sample will as well find support in another context or in the general population. A common assumption is that descriptive statistics (margins, means, etc.) are heavily biased, while interrelations (group differences and correlations) are similar in the convenience sample and the popula-

---

3 The invitation form is shown by default in non-commercial survey projects on SoSci Survey and can be disabled. From 02/2015 to 07/2016, two out of five (42%) respective surveys (N = 4 203) showed the invitation form.

4 Most panelists (76%) provide information on all seven details (year of birth, gender, formal education, occupation, having children, country, and postal code), whereas one eighth (11%) does not provide any information at all (N = 97 870 panelists in 08/2015).
tion. Such an assumption is based on the questionable postulate of uniform processes. Empirical evidence on the biases of margins, effect strengths, and test results is sparse. Data collected in the SoSci Panel provides the opportunity to give researchers some quantitative directions.

Between 2011 and 2013 there have been four research projects that collected data in the SoSci Panel (SP) and in another context (OC) at the same time, using the same questionnaire. The researchers agreed to conduct additional analyzes on their data, regarding differences between the two samples. The other samples comprise one snowball quota sample, secondary public data, and two nationally representative probability samples. Note, that the other data was not collected online but face-to-face and by telephone in three of the research projects. Effects of the interview mode may therefore increase the observed biases.

(1) A study by Volkenandt (2012) allows direct comparisons between two non-probability samples. One sample was recruited from the SoSci Panel (n = 345) the other is a quota-stratified sample (n = 223) based on a binding snowball procedure (Volkenandt, 2012): The researcher asked 48 acquaintances, each, to persuade five other people to complete the questionnaire. To ensure demographic variation, the acquaintances were given quota scheduled for age and formal education. Needless to state that the binding snowball exceeded the SoSci Panel by far, regarding response rate (94% v. 17% completed questionnaires), completion rate (0% v. 10% drop-outs), and demographic heterogeneity. Regarding data quality, no systematic differences were found between the samples (Appendix). To test for biases in descriptive findings, a question on the personal importance of news sections (politics, sports, local news, soft news) was analyzed. Although there are significant differences regarding the importance of politics (t = −2.93, p < .01, M_{SP} = 5.3, M_{OC} = 5.0) and sports (t = 4.1, p < .001, M_{SP} = 2.3, M_{OC} = 3.0), the absolute differences turned out to be smaller than the demographic differences would have suggested. The study’s dependent variable was a subjective feeling of being well-informed (7-point one-item measure, Volkenandt, 2012, p. 106). Gender and topic interest, which explained this variable to a very different degree (one-item measures, each), were tested for sample biases. While topic interest showed similar effects on the feeling of being well-informed in both samples (politics: r_{SP} = .41***, r_{OC} = .40***, sports: r_{SP} = .19***, r_{OC} = .14*, soft news: r_{SP} = −.09 n.s., r_{OC} = .00 n.s.), the researcher would have drawn different findings on the effect of gender (η_{SP} = .24***, η_{OC} = .11 n.s., SP: M_{F} = 3.9, M_{M} = 4.5, OC: M_{F} = 4.1, M_{M} = 4.3).

(2) A study by Leiner (2016) on the stability of public opinion includes a question on voting intention for the German national government election.
### Table 1: Voting intention reported by panelists and nationally representative samples

<table>
<thead>
<tr>
<th>Voting intention</th>
<th>Time series of voting intention</th>
<th>Cross-correlation (Pearson’s r)</th>
<th>Standard deviation (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SoSci Panel</td>
<td>Infratest dimap</td>
<td></td>
</tr>
<tr>
<td>CDU/ CSU</td>
<td>17.8%</td>
<td>34.4%</td>
<td>−.14</td>
</tr>
<tr>
<td>SPD</td>
<td>20.0%</td>
<td>29.0%</td>
<td>−.33</td>
</tr>
<tr>
<td>B90/ Grüne</td>
<td>34.2%</td>
<td>16.3%</td>
<td>+.57</td>
</tr>
<tr>
<td>Die Linke</td>
<td>7.5%</td>
<td>6.7%</td>
<td>−.58</td>
</tr>
<tr>
<td>FDP</td>
<td>3.4%</td>
<td>3.7%</td>
<td>+.77</td>
</tr>
<tr>
<td>Other parties</td>
<td>17.1%</td>
<td>9.9%</td>
<td>+.71</td>
</tr>
</tbody>
</table>

Sample size (N): 8,182 (SoSci Panel), 32,584 (Infratest dimap), 13 months for both.

Notes: The left part shows the average voting intention measured from 07/2011 to 08/2012. There are 13 monthly measures behind each of the values. The correlation of these time series is given in the middle column. Right is the standard deviation of the time series (SD, N = 13), i.e., a measure how unstable the party share is over time.

Different panelists were asked this question at different times throughout one year (longitudinal panel design, 07/2011–08/2012). Nationally representative data on the same question, based on telephone interviews, is available from Infratest dimap (2012) and reveals the measured from the SoSci Panel as being strongly biased (Table 1, left). During the 13 months of observation, little change occurred in the aggregate party shares – mostly within random sampling error of the SoSci Panel sample5 (average n = 629). Consequently, only random correlations are observed between time series (N = 13 months, Table 1, middle). The study’s focus, however, is not on specific changes, but on the variance of public opinion. In stark contrast to the other aspects, the bias regarding this variance is small: Time series’ standard deviations (Table 1, right) correlate with \( r = .92^6 \) when comparing both samples.

---

5 Respondents were randomly assigned to the 13 months. On average, 629 respondents completed the questionnaire each month.

6 N = 6 parties/other, Pearson’s product-moment correlation, corrected for theoretical SD due to different selection probability (uncorrected \( r = .95 \)).
Table 2: Voting intention and expectations about the election result

<table>
<thead>
<tr>
<th>Voting intentions</th>
<th>Election result expectations</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDU/CSU</td>
<td>24%</td>
</tr>
<tr>
<td></td>
<td>[0.363</td>
</tr>
<tr>
<td>SPD</td>
<td>20%</td>
</tr>
<tr>
<td></td>
<td>[0.267</td>
</tr>
<tr>
<td>B90/Grüne</td>
<td>26%</td>
</tr>
<tr>
<td></td>
<td>[0.125</td>
</tr>
<tr>
<td>Die Linke</td>
<td>10%</td>
</tr>
<tr>
<td></td>
<td>[0.068</td>
</tr>
<tr>
<td>FDP</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>[0.059</td>
</tr>
<tr>
<td>AfD</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>[0.026</td>
</tr>
<tr>
<td>Piraten</td>
<td>7%</td>
</tr>
<tr>
<td></td>
<td>[0.034</td>
</tr>
<tr>
<td>Other parties</td>
<td>4%</td>
</tr>
<tr>
<td></td>
<td>[0.040</td>
</tr>
</tbody>
</table>

Sample size (N) 1 144 1 000 1 144 1 000

Notes: Data from 09/2013. The nationally representative telephone sample is probability weighted. Voting intention only includes valid responses, excluding non-voters and indecisive voters.

(3) There is evidence that even extremely biased samples, like a convenience sample, may be useful for forecasting election outcomes (Rothschild & Wolfers, 2012). Gan- ser and Riordan (2013) asked respondents from the SoSci Panel and a nationally representative probability-based sample (telephone interviews, probability weighted) for their voting intention and their expectations about the results in the 2013 German national election. Voting intentions 2013 show similar biases like already found in 2011/2012 (Tables 1 and 2), and expectations about the election result are systemati- cally different, as well (Table 2). Political knowledge, tested by three single-choice questions, is also very different in the SoSci Panel and the telephone sample (questions answered correctly by $M_{SP} = 72.8\%$ and $M_{OC} = 42.7\%$). To test for effect biases, age and gender differences in voting behavior were analyzed. In both samples, voters of Bündnis 90/Die Grünen were younger ($M_{SP} = 35.5\ a$, $M_{OC} = 45.7\ a$) than CDU/CSU voters ($M_{SP} = 36.4\ a$, $M_{OC} = 53.2\ a$), yet the size of this effect is very different ($r_{SP} = +.03$, $r_{OC} = +.19$). SPD voters ($M_{SP} = 36.9\ a$, $M_{OC} = 52.9\ a$) are about the same age as CDU/CSU voters in both samples ($r_{SP} = -.02$, $r_{OC} = +.01$). The effect of gender on voting intention is very weak. In the probability sample, it approaches statistical significance ($p < 5\%$) only for the party AfD ($r_{SP} = -.10$, $r_{OC} = -.08$). Based on the sample from the SoSci Panel, one would have found support for this effect for Bündnis 90/Die Grünen ($r_{SP} = +.11$, $r_{OC} = +.01$) and three other parties (FDP, Piraten, AfD), i.e., four out of seven parties under research.

(4) Scherr and Reinemann (2013) conducted a nationally representative telephone survey that included a 17-item telephone version (BDI-T) of the well-estab- lished Beck Depression Inventory (Beck, Ward, Mendelson, Mock, & Erbaugh,
1961). The telephone survey was restricted to a cross-section design, but the question for causality is critical, when researching the relations of media use and mental health. Therefore, data was also collected in the SoSci Panel in a two-wave longitudinal design. The questionnaires used in wave one (SP) and in the telephone survey (OC) were the same. Descriptive statistics about the telephone sample and wave one in the SoSci Panel reveal substantial differences: Given the same cut-off applied to both samples, the percentage of subclinical depressive respondents (BDI-T index above cut-off) is three times higher in the SoSci Panel’s sample than in the representative sample (Table 3). Mode differences may account for this difference and put the seemingly fundamental difference into perspective.

Table 3: BDI-T depression measures and correlations observed in the SoSci Panel and in a nationally representative sample

<table>
<thead>
<tr>
<th></th>
<th>SoSci Panel</th>
<th></th>
<th>Telephone sample</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>women</td>
<td>men</td>
<td>women</td>
<td>men</td>
</tr>
<tr>
<td>Average BDI-T</td>
<td>47.1</td>
<td>44.0</td>
<td>37.4</td>
<td>35.4</td>
</tr>
<tr>
<td>Subclinical depressives</td>
<td>28%</td>
<td>25%</td>
<td>12%</td>
<td>9%</td>
</tr>
<tr>
<td>Correlations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI-T – Television use</td>
<td>+.01 n.s.</td>
<td>−.05 n.s.</td>
<td>+.26**</td>
<td>+.21**</td>
</tr>
<tr>
<td>BDI-T – Internet use</td>
<td>+.04 n.s.</td>
<td>+.11*</td>
<td>−.04 n.s.</td>
<td>+.03 n.s.</td>
</tr>
<tr>
<td>BDI-T – Self esteem</td>
<td>−.71**</td>
<td>−.69**</td>
<td>−.58**</td>
<td>−.54**</td>
</tr>
<tr>
<td>BDI-T – Suicidal tendency</td>
<td>+.49**</td>
<td>+.46**</td>
<td>+.51**</td>
<td>+.59**</td>
</tr>
</tbody>
</table>

Sample size (N) 814 528 1012 990

Notes: Data from 09/2013. The nationally representative telephone sample is probability-weighted.

Analyzes of the effects of media use on depression would also result in completely different findings: Correlations between television use and depression are only found in the telephone sample (note, that this is an effect of the samples' different age), while correlations between Internet use and depression are exclusively found in the Internet sample. The mode of a web-based survey, of course, is strongly related to Internet usage. As soon as another effect is tested, which has no obvious relation to the Internet, consistent effects are found in both samples. The correlation between BDI-T and self-esteem (Collani & Herzberg, 2003) or suicidality (Pöldinger, 1968), for example, showed similar effect sizes in both samples.

Response to question 2 (Q2). The figures from the different studies contribute empirical evidence to the (mostly) theoretical discussion on convenience samples.

---

7 Donker, van Straten, Marks, and Cuijpers (2010) present evidence that higher cut-offs for depression scales are necessary when applied in a web-based questionnaire. The high anonymity, subjectively granted by the Internet, likely eases disclosure of depressive dispositions (Crippa et al., 2008). Yet, the percentage of subclinical depressive respondents found in the telephone survey is very close to that, other studies found with printed questionnaires, that were completed anonymously, as well (Scherr & Reinemann, 2013).

8 If analyzing only the respondents aged 29 to 39 years in the telephone sample, the correlation between BDI-T and television vanishes.
The claim that descriptive findings are very specific for a sample finds strong support in the data: The margins and averages found in a convenience sample – even a heterogeneous one – are in no way indicative of the population. Regarding explanatory findings, we find a mixed picture: On one hand, many effects found in the SoSci Panel are similarly found in a probability sample or in other non-probability samples. Uniform processes, as depicted above, may explain some of these robust correlations. The strong relation between depression and self-esteem (Table 3), for example, found support in a considerable number of studies (Sowislo & Orth, 2013). On the other hand, there are significant contradictions to the rule: Some effects are found in the convenience sample but not in the population, and vice versa. By and large, these observations support the theoretical rationale: First, statistical inferences based on convenience samples are not allowed at all. Second, the chances are quite small that an effect found in a convenience sample will have the same effect size in the population. And third, there is a good chance, but no guarantee, that effects that find support in a convenience pool will also find support in other samples and/or the population: Logical inferences about effects are not typically wrong, yet they deserve some caution.

5. Advantages and drawbacks of sampling from a convenience pool

Student samples have some important advantages for day-to-day research, concerning scheduling, survey load capacity, or incentives, for example. Yet, a complex experimental design may require a larger number of respondents, or a quasi-experimental design may necessitate more heterogeneous respondents. Time may also be a critical factor, for example to collect reactions to an event that likely occurs but cannot be scheduled (e.g., a political scandal). This paper’s third question (Q3) seeks to clarify the features of a research design that speak in favor or against recruiting from a convenience pool.

Survey mode. Currently, there is no communication channel cheaper than the Internet for sending personalized messages to thousands of receivers. The opportunity of email allows for convenience pools at low costs and efforts, but limits subsequent communication. Practically, a convenience pool is only an option if the survey mode shall be online. Other survey modes are tied to significant costs, and the (relative small) savings of using a convenience sample instead of more elaborate sampling strategies then will not outweigh the limitations.

Heterogeneity. A typical attribute of traditional convenience samples is their homogeneity: Freshmen from the same faculty are of the same age, have similar income, family status, and even curriculum knowledge. This may, in some aspects, lead to similar views or even similar cognitive processing. Students’ friends and family are mostly from the same region and often share a higher socioeconomic status. Sample heterogeneity may be both, a benefit or a drawback. In an experiment, a homogeneous sample reduces within-group variance, and the between-group differences caused by random (non-matched) group assignment. Reducing these errors increases internal validity and allows for detecting smaller effects. On

9 Maurer and Jandura (2009) report similar findings from an online-offline methodology experiment.
the contrary, a quasi-experimental design requires a heterogeneous sample, so the independent variables vary in a broad range.

When pooling respondents from multiple homogeneous samples, it is likely that these samples are different, which results in a respondent pool that is more heterogeneous than each original sample. Social status and demographics often correlate with attitudes and other variables, and concerning them, data from the SoSci Panel show that heterogeneity only increases selectively: Gender distribution in the SoSci Panel is about 60% women and 40% men with little variation over time. Such a surplus of female respondents is not untypical in communications. As reference, articles in the Journal of Communication from 2012 that present data collected from convenience samples were screened for the samples’ gender distribution. On average, 58% of the respondents in the convenience samples are female10.

Regarding employment and age, the pool clearly shows more heterogeneity than a common student sample. 34% of the panelists still are in education (school or university), 46% are employed, and 8% work as freelancers11 in summer 2016. The interquartile range of age is 25 to 48 years. Most heterogeneity is found regarding the panelists’ domiciles: The panel’s invitation and website are in German, consequently, 98% of the panelists live in Germany (84%), Austria (11%), or Switzerland (3%); within Germany, the panelists’ geographic distribution is similar to the populations’ distribution12. Although there is a website to register for the panel, most panelists (95%) join the pool after completing an academic questionnaire. It is not daring to expect that most of these surveys use convenience samples that likely include students and their acquaintances (student-recruited sample). Consistently, the pool’s formal education level is nearly as homogeneous as one would expect from a student sample: Four out of five panelists have matriculation standard or higher education13. While people with lower education could be addresses for distinct studies, the majority of studies will lack educational heterogeneity.

**Reproducibility.** A sample that is randomly drawn from a pool will reproduce the pool’s composition within statistical selection error. If the pool’s structure is stable over time, this allows samples with reproducible structures (Meltzer et al., 2012). Although replication is limited by pool fluctuations (nearly one fourth of the participants in the SoSci Panel was replaced in 2016 due to removal of inactive addresses) and learning effects, convenience pools still have advantages re-

10 N = 30, four studies do not disclose the gender relation. This margin grows to 62%, if four studies conducted under special conditions are removed: Two studies on computer gaming and twitter, one study researching protesters during the Arab spring, one study conducted in schools in Tanzania.

11 Further occupations are: 5% retired, 2% unemployed, 2% homemakers, 3% occupied with something “other” (n = 80 480, 86% disclosing their occupation).

12 Figures from 09/2013, based on panelists who specify their home country (n = 82 207, 78%). Compared to official statistics (Statistisches Bundesamt [Federal Statistical Office], 2012; Statistik Austria, 2012; Bundesamt für Statistik BFS [Federal Statistical Office], 2012a, 2012b) Germans and Austrians are overrepresented (GER: 86% vs. 84%, AT: 11% vs. 9%) while German-speaking Swiss are under-represented (3% vs. 5%) within the German-speaking countries. Within Germany, the ten main postal code areas are covered with deviations of ±25% with an exception for the area around Dresden and Leipzig (code area 0) that is over-represented by 55% (13% vs. 8% panelists from Germany).

13 1% no formal graduation, 4% elementary school, 12% secondary education certificate, 40% matriculation standard, 43% higher education, 1% other (87% of the panelists disclose their formal education, N = 97 879).
garding reproducible samples: First, given a large pool, more studies will draw their samples from the same population. Second, it is good practice to state the convenience pool from which a sample was drawn, while it is uncommon to disclose the university where a student sample was recruited.

Sample size. The sample size of convenience samples described in the *Journal of Communication* in 2012 ranges from 19 to 1,607 (\(M = 355, \text{Mdn} = 202, N = 34\) articles). The largest sample yet realized through the SoSci Panel resulted in 11,201 completed questionnaires (Leiner, 2016), but typically, samples are much smaller: The effective sample size in 2015/2016 ranges from 104 to 2,072 (\(M = 662, \text{Mdn} = 493, N = 27\) reports from researchers)\(^{14}\). Obviously, research designs that require large samples (e.g., to research small effects or to scrutinize interaction effects in an experiment) will benefit most from a convenience pool.

Response speed. Availability and response speed of convenience samples may vary in a broad range. A student sample is usually available on the same day (except during vacation), while it may take weeks to recruit and interview a snowball sample. Experience from the SoSci Panel suggests that response in a convenience pool takes some time, but is very reliable: Two thirds\(^ {15}\) (67\%) of the completed questionnaires arrive within 24 hours, but it takes another week to collect 95\% of the responses (Figure 1). Weekends, vacation, and probably also delightful weather were observed to cause additional delays.

![Figure 1: Delay between invitation and participation](image)

*Notes:* The gray bars show the number of questionnaires started in each time frame (left scale), the black line represents the cumulative responses (right scale). The figure is based on data collected for an invitation sent over a period of one year, every time addressing different panelists (07/19/2011 to 07/12/2012, 9 am Tuesday or Thursday, 45,117 invitations overall), \(N = 7,080\) completed questionnaires. Each day’s first bar is 9 am to 9 pm (daytime), each second bar is 9 pm to 9 am (nighttime).

\(^{14}\) This statistic is based on summaries from the researchers (mandatory since 06/2012). Technical recordings of invitation clicks are similar, but (a) include studies for which the researchers did not provide a summary and (b) include respondents that did not complete the questionnaire: Range 254 to 4,008, \(M = 1,004, \text{Mdn} = 792, N = 55\).

\(^{15}\) Invitations from the SoSci Panel are valid for 14 days. Therefore, 100\% is the number of responses received within this limitation.
Multiple survey waves. Longitudinal research designs can offer rich information – yet, collecting data throughout multiple survey waves is the exception rather than the rule in social research. Often, practical problems prevent longitudinal surveys: First, the initial sample may be unavailable, if there is a considerable time lag between the waves. In a non-student convenience sample, even a follow-up measure after few days may be impossible. A convenience pool may be the recruitment of choice, just for the reason, that respondents are available at a later point of time.

Second, costs and efforts increase disproportionately as non-responses in subsequent waves require larger initial samples. The additional costs due to inter-wave drop-outs depend on the type of sample: Undergraduate students participating in a study for credit points will show a great inter-wave loyalty. The all-wave response rate of volunteers recruited from a mailing list will likely be unspeakable. In the SoSci Panel, the additional sample size required for two-wave surveys was found to be quite consistent: To achieve the desired same sample size, about 70% more invitations than in a one-wave survey need to be sent. The increase is about the same for every further wave (Table 4).

Table 4: Response rates (completed questionnaires) in multiple-wave surveys

<table>
<thead>
<tr>
<th>Study</th>
<th>Invitations sent</th>
<th>Time lag</th>
<th>Wave 1</th>
<th>Waves 1 to 2</th>
<th>Waves 1 to 3</th>
<th>Waves 1 to 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preferences persistence</td>
<td>6 800 months</td>
<td>1 066</td>
<td>1 460</td>
<td>817</td>
<td>579</td>
<td>403</td>
</tr>
<tr>
<td>Public opinion stability</td>
<td>43 369 months</td>
<td>1 064</td>
<td>7 843</td>
<td>4 780</td>
<td>68</td>
<td>no</td>
</tr>
<tr>
<td>Job-related stress (incl. incomplete questionnaires)</td>
<td>5 000 months</td>
<td>1 064</td>
<td>1 460</td>
<td>817</td>
<td>579</td>
<td>403</td>
</tr>
<tr>
<td>Election expectations (esp. short questionnaire)</td>
<td>4 000 weeks</td>
<td>803</td>
<td>518</td>
<td>418</td>
<td>334</td>
<td></td>
</tr>
</tbody>
</table>

Notes: Longitudinal surveys conducted in the SoSci Panel between 2011 and 2013. The first wave’s return quote divided by a later wave’s return quote tells the amount of additional invitations required to achieve the same response like in wave 1.

Third, anonymity may become an issue, when the answers of individual respondent collected in different survey waves shall be matched. A solution often applied to printed questionnaires is the personal code – an alphanumerical code created from personal data (e.g., concatenating the second character of the mother’s first name, the last digit of birth year, etc.). Although such a code could ensure a good degree of anonymity, it increases interview burden and wrong or duplicate codes cause problems in larger samples. A more reliable solution becomes possible, if a convenience pool is organizationally separated from the researcher. The SoSci Panel acts as a depositary for the respondents’ identity: It generates and stores a unique random code for each respondent. This code, but not the identity of the panelist, is transmitted to the researcher’s questionnaire in each wave. After the survey’s last wave has finished, the random code is deleted, and the respondent
will have a new random code for other surveys. Such a procedure avoids duplicate codes, typing errors, and additional survey burden.

**Experienced respondents.** A significant difference between non-student convenience samples, student samples, and a convenience pool is the respondents’ experience. Respondents from non-student samples are usually unknowledgeable of social research methods and most of them have never before completed a scientific questionnaire. Conversely, even undergraduate students often have heard about experimental designs and testing of hypotheses. Respondents from a convenience pool learn from the post-hoc information about experimental deceptions and/or from result summaries received in thanks for completing a questionnaire. In the SoSci Panel, the researchers indeed commit to publishing a short summary on their findings on the panel’s website. An advantage of surveying experienced respondents is them being familiar with common response formats, so they can focus their attention on the questions. They may also have thought about their personality and attitudes in earlier surveys, and they are fast in doing questionnaires (Appendix). Yet, there are drawbacks that may render trained respondents unacceptable for a research project: They may show a different response behavior (Olson & Bilgen, 2011; Toepoel, Das, & van Soest, 2009), they may expect that (stimulus-)texts read in a questionnaire are not authentic, they may discover obfuscated treatments in an experiment, and some respondents will even correctly guess the hypotheses underlying a study. Meltzer, Naab, and Daschmann (2012) show that hypotheses guessing can significantly bias the findings drawn from questionnaire data – free text answers about these guesses can control this problem only to a limited degree.

**In response to question 3 (Q3),** some considerations are necessary when deciding to use a convenience pool, a student sample, or another convenience sample: (1) Does the research question allow for an online questionnaire? (2) Does testing of the hypotheses require a heterogeneous sample or will a homogeneous sample show effects more clearly? (3) What sample size is required to test the hypothesized effects? (4) Are there theoretical reasons that require response within a specific time frame? (5) Does the research design require multiple survey waves? (6) Will respondents’ experience with social research rather help or hinder the research interests?

Beyond these considerations, convenience pools have advantages regarding sample structure replication, and drawing respondents from a pool may change the interpretation of statistical significance (p-values): When a non-experimental design is employed on a convenience sample, significance tests are usually invalid, because the convenience sample is no probability sample of any (known) general population. But if respondents are randomly drawn from a pool, significance tests tell, whether we can generalize a test result to the pool population – or if the observation is more likely a result of statistical noise. Any further generalization to the national or any other population, of course, remains a logical inference.

Another application is gained by the fact that a convenience pool inexpensively allows for longitudinal survey designs: Samples from a convenience pool can effectively enrich research based on representative samples. Scherr and Reinemann (2013) first collected data from a probability-based cross-section sample to test correlations, and recruited another sample from the SoSci Panel at the same time.
to collected longitudinal data and test causality of the same correlations. Ganser and Riordan (2013) researched (elusive) election expectations in a representative sample, but were also interested in how these expectations develop over time. Self-evidently, timing of data collection had to be synchronized between the representative sample and the longitudinal convenience sample.

6. When to organize a convenience pool

Many social researchers consider it convenient, having a convenience pool at call – especially, when the pool has an adequate size, respondents are motivated, and there is little organizational overhead. Based on data and experience from the SoSci Panel, this section will discuss prerequisites and efforts regarding the decision whether it is a good idea to start a convenience pool under specific conditions. Additional literature on how to maintain an access panel is, of course, valid for convenience pools as well. Specifically literature on panelist motivation (Bosnjak, Tuten, & Wittmann, 2005; Brüggen & Dholakia, 2010; Lund, Jones, & Spanitz, 2009; Phillips, Woodward, Collins, & O’Connor, 2002; Porst & Briel, 1995; Vocino & Polonsky, 2011), use of incentives (Göritz, 2004, 2008; Göritz & Wolff, 2007; Göritz, Wolff, & Goldstein, 2008; Singer & Kulka, 2002; Singer, van Hoewyk, & Maher, 1998; Zagorsky & Rhoton, 2008), wear-out effects (Sandage, 1956), and panel attrition (Dennis & Li, 2003; Lehnen & Koch, 1974; Lund et al., 2009; Winer, 1983).

Software. When the SoSci Panel was founded, the available software for pool management either exceeded the project’s (non-)budget or lacked necessary features (for a review of current panel software see Macer, 2014). Therefore, the software OpenPool was developed and made available to other researchers under open source license (Leiner, 2012). Most tasks necessary to manage a respondent pool could be automated: Double opt-in and collection of master data during the registration, a yearly update of the master data, automatic deletion of email addresses that have become invalid (bounces), screening for inactive panelists, and features to allow panelists updating or deleting their data. The pool administrator’s job then is to specify the text of an invitation mailing, the date and time when to send it, and the number and characteristics of the panelists to receive the invitation. Relevant features of OpenPool include support for multi-wave surveys, subsample selection by demographics, survey-load limitations per panelist, survey-load balancing, and live statistics on actual response per survey. A shortcoming of the current OpenPool version is the lack of support for the peer review process, which has become a main driver of efforts regarding the SoSci Panel.

Further efforts. The costs for an appropriate Internet server have constantly decreased during recent years. Today they are negligible, even if the server must comply with strict privacy laws. As the pool software requires little server resources, it may even run on a web server that is already handling other services. Nonetheless, security and privacy issues may require some efforts – for example, setting up encryption (SSL/HTTPS) and common security measures (firewall, regular or automated server updates, backups, etc.). In total, there is little cost for server and software, and the hours of maintaining the pool itself have found to be
limited, as well: Even in the SoSci Panel, only two or three respondents send an email during an average month – reporting registration problems (e.g., an email client that won’t display the email correctly), wanting their addresses deleted from the pool (and did not find the appropriate hyperlink in the recent invitation), and/or complaining about a questionnaire just sent to the pool (although most such concerns are directly sent to the researcher).

**Response rate.** In probability-based or quota samples, any self-selection of respondents could cause biases. Therefore, the response rate is an indicator for the quality of such samples. In a convenience sample, the response rate is meaningless regarding self-selection (Schonlau et al., 2002): If a sample is not representative of the population, even a response rate of 100% does not allow for any more generalization than a response rate of 5%. The response rate rather obfuscates existing biases (compared to whatever is the relevant population) in a convenience sample: There is no guarantee that a sample recruited with 99% response rate (e.g., students earning credit points) is less biased than another sample recruited with 1% response rate (e.g., self-recruited users of a social networking site). Nonetheless, the response rate in a convenience pool has a practical dimension: It tells how many completed questionnaires the pool can “produce”, i.e., how many studies may be facilitated by the pool.

Researchers using the SoSci Panel report an effective response rate of about 20% (see Table 4, first wave). Other than the effective response rate, the CTR (click-through-rate, i.e. the rate of panelists who click the hyperlink in an invitation email) is automatically measured by the panel software\(^\text{16}\). The CTR includes respondents who quit or do not even start responding. The average CTR is 22% (\(N = 991\,102\) non-follow-up invitations sent between 09/2011 and 10/2015) with variations per study topic and season (between 20% during summer break and 25% in January, after the Christmas break); on weekends and official holidays a significant decrease of CTR was observed. When corrected for the monthly variation, the CTR per invitation varies by about \(SD = \pm 6.5\%\) (\(IQR = 18\%\) to \(25\%\), \(N = 442\) invitation mailings with 500 or more recipients, sent between 09/2011 and 10/2015).

**Registration rate.** Will a convenience pool attract a sufficient number of panelists within an acceptable time frame? The answer depends on the number of contacts (people seeing the invitation form) and the probability of pool enrollment per contact (registration rate). The former can be easily estimated and the SoSci Panel provides experience about the latter, given that the invitation form is shown subsequently to online questionnaires. In 2015/2016 about 1 000 academic surveys were initiated on SoSci Survey each month, and 4 in 10 displayed the panel invitation form. That made 62 500 interviewees per month to see the invitation, and 2 430 who actually registered for the panel on an average month (double-opt-in rate of 3.9%).

---

16 The SoSci Panel collects detailed anonymous statistics on survey participation since 09/2011. Whenever a mailing is sent, a unique entry is created for each addressee. After a period of 14 days, when the entry is deleted, the response status (did the addressee click the hyperlink in the invitation or not) is stored together with other data (e.g., the number of invitations sent to this panelist in the recent 12 months, the time between the recent invitation and that before, etc.).
A recruitment rate of 3.9% may seem disappointing, given the effort spent on finding respondents for a survey. To realize a sample of 500 respondents from the pool, 2,500 or more panelists must have registered (given 20% response rate). So, the invitation form must be shown to 64,000 respondents, before a sufficient pool size is achieved – that is more than 200 surveys with 300 respondents each. These numbers demonstrate that a convenience pool is no personal option, but shall be run by an institution. Kindly asking all students and researchers from a faculty to add an invitation form to their questionnaires will easily reach a number of 200 surveys. And two more points put the SoSci Panel’s recruitment rate into perspective: First, many of the 2,500 panelists will stay in the pool for years and the pool will grow further. Still, there will be drop-out to expect (in the SoSci Panel this is about one quarter per year). Second, most respondents have never heard about the SoSci Panel before joining it. An invitation branded by a well-known university or organization may increase the recruitment rate dramatically.

**Gains of patience.** Not only will the size of a convenience pool increase, its structure will also change over time. During the first few years, the pool is comprised of respondents who would have been easily available, anyway – most of them were part of convenience samples when they are recruited for the pool. Usually these panelists are somewhere between 20 and 30 years, i.e., they join the pool when their life is about to change. Within some years, students and their friends become employees and managers in time-consuming jobs, parents who devote lots of their time to the family, or they leave the country. But they will often remain in the pool. So, a convenience pool maintained for some years provides a chance to address respondents from demographic groups which would be otherwise difficult to reach. This transformation, of course, does not apply to other attributes, like the social background and the formal education.

**Survey load.** The third factor driving the pool’s efficiency is the number of invitations that respondents will accept before ignoring further emails. There is a strict limit of four invitations per year in the SoSci Panel, but the data collected on survey participation allows some interesting insights. The click-through-rate (CTR) of panelists who did not receive any invitation to another study within the recent 12 months, is 27%. This figure constantly decreases with one (22%), two and three (21% each) previous invitations (N = 991,102 non-follow-up invitations sent between 09/2011 and 10/2015). Four invitations seem no definite limit at all. On the contrary, some practitioners argue that panelists’ loyalty may be lost, if there is no contact for a while. Such a long-term effect is found in the SoSci Panel as well – but its size is smaller than the effect of previous invitations: If the most recent invitation was sent 9 to 12 months ago, the CTR is 19.6% (n = 54,051) – compared to 21.8% (n = 386,872) if another invitation has been sent during the recent three months17.

17 Obviously, the time since the last invitation is not independent from the number of invitations received during the last 12 months (r = .17). When controlled for the number of recent invitations, the effect of the time lag on participation probability increases, but is still weak (binomial regression on participation, model 1: B \(_1\) = −0.021 per month without an invitation, model 2 with previous invitations: B \(_1\) = −0.033 per month, B \(_2\) = −0.126 per previous invitation, N = 554,271 unique invitations).
The SoSci Panel’s limit of four invitation emails per year was chosen arbitrarily. But one should consider two drawbacks, before trying and find the optimal invitations rate to “produce” most questionnaires per panelists. First, we have to acknowledge that there probably is a large interpersonal variation, regarding the “pain threshold”. Raising the rate of emails may not only increase productivity, but also chase away certain groups of respondents. Second, sending more invitations will also enlarge the chance that emails from the pool are automatically identified as SPAM (unwanted emails) by email providers, which will significantly decrease the effective response rate.

**Topic diversity.** There will be at least two benefits if questionnaires on different topics are sent out through the pool: It is more interesting for the panelists to stay, and a topical learning effect is avoided. The latter decreases the disadvantage of experienced respondents. Therefore, it is advantageous when different researchers, working on different topics, have access to the convenience pool. As a perspective, the cooperation of different convenience pools may afford more diversity and further advantages as well.

**Response to question 4 (Q4).** There are at least two premises for starting a successful convenience pool: (1) Access to potential panelists, for example through a multitude of online surveys that show the invitation form, and (2) sufficient patience. Given an unknown pool “brand”, the invitation form must be presented to nearly 65,000 people who are generally willing to do online questionnaires, before an effective sample of 500 respondents can be realized by means of the pool. Both premises suggest placing the organization of a convenience pool into the hands of a research institution, not a single researcher. The long-term benefits of maintaining a convenience pool are obvious: Larger samples and/or more studies become possible, and the panelists grow older and cover a growing demographic range.

An important finding stemming from the SoSci Panel is that the greatest challenge of maintaining a large convenience pool is not the technical setup or the daily communication. Rather, it is the management of studies that seek sending online questionnaires to the panelists, especially when external researchers are granted access to the pool (e.g., to increase diversity). In the SoSci Panel, which surely is an extreme case, a peer review process was established in 2012 to ensure an appropriate level of quality and to share the effort of quality control. Finally, the pool provider has a vested interest in keeping up the panelists’ goodwill, because it is this goodwill that makes the respondents join a convenience pool and complete questionnaires.

**7. Discussion**

A large body of sociological and psychological knowledge was gained upon convenience samples. While the weaknesses and limitations of convenience samples are well known, the broad range of fundamental research conducted in social sciences would be impossible without them. Often, an analysis of costs and benefits will even favor a convenience sample over a nationally representative sample. This paper presents an enhancement of the traditional concept of convenience samples: Large convenience pools collecting the email addresses of Internet sur-
vey respondents. The SoSci Panel is an implementation of this concept in the German-speaking area, proving its service for non-commercial academic research projects for free. This paper discusses the application of convenience samples in general (Q1) and presents insights from the SoSci Panel to researchers who consider using a convenience pool for their own research (Q2/Q3) or creating a convenience pool by themselves (Q4). Samples from a convenience pool are found to be most useful if hypotheses are to be tested and the data is to be collected through an online survey, if a large sample with some heterogeneity is required, and/or if a longitudinal research design demands multiple survey waves. Starting their own convenience pool may be most fruitful for faculties that conduct a lot of online surveys, anyway.

If setting up or using a convenience pool is considered, one point is vital: A sample drawn from a convenience pool will not exceed the basic limitations of convenience samples. The example of the SoSci Panel illustrates just the opposite: Each panelist there has accomplished at least three steps of self-selection before starting the first questionnaire sent from the panel: (1) They have likely self-recruited for another study before, (2) entered their email address in an online form, confirmed pool participation during the opt-in process, and (3) decided to follow the panel’s invitation to another questionnaire. Therefore, a convenience pool cannot replace a well-tended commercial access panel or even a probability-based sample (Göritz, 2007; Göritz, Reinhold, & Batinic, 2002). Even when a quota sample from a convenience pool meets the population’s demographic margins, it’s probably still biased in other aspects that are important for social research questions: Convenience pools and their samples have significant strengths and justified uses, but shall not be considered as an option for representative samples. Yet, the combination of representative samples with convenience samples has been shown to be very fruitful.

A convenience pool is most useful in fluently providing large and heterogeneous convenience samples. At the same time, it increases the transparency and reproducibility of sample recruitment: While little is known about the “undergraduate students” and other convenience samples, each study conducted in a convenience pool contributes to the knowledge about its members. To some degree, this counters the criticism that biases that are unknown to the reader may possibly account for a study’s results.

Appendix

The following hypotheses were tested for differences between a convenience quota sample (OC), recruited by a snowball procedure, and respondents from the SoSci Panel (SP).

1. Trained pool respondents will complete the questionnaire faster than untrained respondents. This hypothesis is well supported with an average difference of 8.2 minutes between untrained snowball respondents and trained respondents from the SoSci Panel ($M_{OC} = 27.2 \text{ min.}, n_{OC} = 200, M_{SP} = 19.5 \text{ min.}, n_{SP} = 318$,
The difference remains significant when controlling for age and individually different questionnaire length due to filter questions (regression, $B = 7.1 \text{ min.}, p_B < .001$).

2. Given the quota schedule, it is no surprise that demographic variance is larger in the snowball sample, especially regarding age. But the snowball sample is restricted regarding region and relevant peers – therefore the panelists should provide more variance regarding attitudes. The ice breaker question “For the next 12 months, do you have hopes? Or instead do you have fears?” is suitable to test this hypothesis. It is not supported. On the contrary, the snowball shows slightly more variance than the pool ($SD_{OC} = 1.05$, $SD_{SP} = 1.00$, $p < .05$, Levene test). There is no relevant or significant correlation between age and hopes/fears that would explain this difference. The questionnaire further asked for topic interests on politics, sports, local stories, and boulevard. No differences regarding variance were found for these questions.

3. A common indicator of data quality is item non-response (Barge & Gehrlich, 2012; Shin, Johnson, & Rao, 2012). In the SoSci Panel the researcher has merely no contact to the respondents and cannot create as much personal commitment as in most other convenience sample strategies. Therefore, one would expect less data quality (higher item non-response) in the panel compared to the snowball subsample. A tendency in the opposite direction was found ($M_{OC} = 3.3\%$, $M_{SP} = 3.0\%$, $n_{OC} = 226$, $n_{SP} = 344$, $t = 0.98$, n.s.). Yet, this does not prove equal data quality in the pool: Training may also result in missing less items by mistake and Toepoel, Das, and van Soest (2009) show that panelists may tend to more satisficing (Krosnick, 1991).

4. Convergent validity is another indicator for data quality (Scherpenzeel, 2008), because it shows that questions were not answered randomly. Scale consistency is one option for assessing consistent answering behavior (Börkan, 2010). Two 7-point short scales (4 items on civil engagement and 3 items on the big-five dimension openness to experience) allowed a test whether trained panelists or personally committed participants provide more in-scale consistency. The panelists perform slightly better, regarding both scales’ Cronbach’s alpha, but the difference does not approach significance. Of course, this non-significant difference could indicate satisficing instead of data quality, as well.

The more common option to measure convergent validity is the correlation between distinct but related constructs. The participants were not only asked for their topic interest but also if they found this topic relevant. Correlations between interest and relevance judgment are between .63 (politics) and .83 (sports). Again, there are no significant differences between the subsamples’ correlation coefficients, except for local topics ($r_{oc} = .77$, $r_{sp} = .68$, $n_{OC} = 222$, $n_{SP} = 345$, $p < .05$), which may be an effect of the differences in the subsamples’ average age.

18 Regarding overall survey duration there is a significant percentage of outliers, e.g., people who seem to spend five minutes on one page because they check their email while doing the questionnaire. 9.4% outliers were excluded from this analysis with no significant group difference (Chi²=1.48 with Yates correction, n.s.).
5. Discriminant validity can distinguish satisficing from valid correlations (Krosnick, 1991). If panelists only achieved the same in-scale and inter-construct correlations by satisficing, we should observe a larger correlation between unrelated constructs as well. Again, topic interests prove useful, because they should be uncorrelated to another, except for politics and local topics. Correlations are between −.30 and +.14 and there is no systematic tendency or significant difference between the subsamples – except for politics and boulevard which are more negatively correlated in the panel ($r_{OC} = -.14$, $r_{SP} = -.30$, $p < .05$). This correlation, however, is plausible and does not validly indicate discriminant (in-)validity.

6. The amount of text provided in open ended questions is a common data quality indicator (Kwak & Radler, 2002; Schaefer & Dillman, 1998; Shin et al., 2012). One question asked the respondents to provide a word definition. 18% of the questionnaires from the snowball subsample contained an answer, and 22% from the panel subsample ($\chi^2 = 1.06$, n.s.). If an answer was given, its length was 80.4 characters/10.7 words (OC) and 94.0 characters/12.8 words (SP), respectively. This group difference as well as the difference including void answers (14.6 vs. 20.4 characters) does not approach significance.
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